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Abstract

This article discusses the methods of struggle with congestion situations in
telecommunication networks, considering them as a special type of emergency
situations, which frequently occur in computing systems.
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1. Introduction

The problem of struggle with congestion situations is one of the most difficult and important
problems of telecommunication networks. Many scientific works have been devoted to this
problem. Currently, the main directions of research are conducted generally in the following areas:

» increase the performance of switching centers (nodes);

= increase the bandwidth of communication channels;

= improvement of data transfer protocols;

= creation of effective traffic processing algorithms;

= development of methods for preventing, detecting, processing and eliminating

of congestion situations with minimal data loss.

In this article, the congestion situation is considered as an emergency in switching centers. In
accordance with this idea, the methods of struggle with congestion situations are considered as a
special case in general methodology of emergency situations processing. Such approach to
congestion situations extends the methodology of their research and processing, using the existing
methodologies of emergency management.
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2. Congestions as a Special Type of Emergency Situations

The concept of congestion situation is defined in telecommunication networks literature in
different ways [1,2,4]. Mostly it is associated with network traffic increase.

Here is a brief description of the process of occurrence of congestion situation. The congestion
occurs when the current load of system exceeds its maximum load capacity. While the current
system load is below the acceptable value, the intensity of the incoming traffic is equal or almost
equal to the intensity of the outgoing traffic in the switching center. As soon as the current load
approaches and exceeds the system load capacity, the intensity of the incoming traffic becomes
more than the intensity of the outgoing traffic. A queue of packets waiting to be processed
accumulates in the switching center and the delay of their processing begins to increase. The more
the load increases, the longer the queue becomes and, hence, the longer the delay period becomes.
With the continuation of this process, the queue length grows to the limit, after that, new incoming
packets are not queued but discarded. Without having received a confirmation from the recipient,
the sender starts to resend the packets, which in turn, further increases the load of the receiving
center. In this situation, the bandwidth capability of the switching center begins to fall and the
outgoing traffic decreases sharply. In the end, it tends to zero, which brings about the switching
center dysfunction. This situation in the scientific literature is called congestion [1,5].

The negative consequences of congestion situations are:

= telecommunication network characteristics deterioration;
= transmission of data delays and losses;

= bandwidth reduction of switching centers;

= partial or complete dysfunction of the switching center.

In this context, the state of congestion resembles the classical definition of the computing
systems emergency state, when due to hardware or software errors, data losses and partial or
complete system faults occur [1]. Despite the similarities, different types of emergencies are
different by nature, and there is no universal method for their detection and processing. Therefore,
for every type of emergency, special methods are required to develop appropriate for their nature,
conditions of occurrence and impact on the functioning of the system.

The general emergency management strategy involves the following procedures:

« prevention of occurrence of emergency situations;

« control and detection of emergency situations;

* processing of detected emergency situations and restoring the normal functioning
mode of the system;

« elimination of consequences of emergency conditions.

The strategy of struggle with congestions also includes the same procedures mentioned above.
However, despite the general methodology, congestion as an emergency situation has a completely
different nature. Unlike the classic concept of emergency situations, congestion can occur in a state
of full operational capability of hardware and software systems and complete correctness of
information. The congestion situation occurs when the rate of incoming traffic exceeds a certain
threshold value corresponding to the switching center maximum value throughput.

The congestion situation can be eliminated itself, when the incoming traffic becomes less than
the specified threshold value. In that case the congestion situation is like a “transient fault” in
hardware.

The concept of congestion is closely related to the data processing in real time mode, when
there is a limitation for packets transmission time, and violation of limits is considered as an error.
The absence of time limits formally means that the tasks queue length can be unlimited and the
system can cope with the processing of traffic of any intensity. In this case, the congestion situation
does not occur, because there is no violation of the time limit for data processing. Of course, such
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statement of question is purely theoretical. In practice, the queue length cannot be infinite, and,
besides, any service must be completed within a reasonable time corresponding to the service
specificity. If the time is exceeded, the interest of users to this service decreases.

It is important to note that the congestion situation can occur not only with the increase in
incoming traffic, but also with a decrease in the bandwidth capability of the switching center due
to hardware and software failures. Those failures can be caused by system characteristics
deterioration. In this case, the system bandwidth can be decreased and become insufficient for
processing tasks in proper time. That leads to a congestion situation.

It should be noted that, due to failures in hardware and communication channels, the delays
of processing packets in the queues sometimes can exceed the permissible value. However, that is
not a signal of congestion. The signal of violation of the permissible delay time is a necessary but
insufficient condition for fixing of congestion situation. Therefore, in such cases the danger of
congestion occurs when the intensity of failures exceeds a preset threshold. Such a situation can
arise due to the problems in the communication channels or congestion in the receiving centers.

The definition of congestion situation due to the conditions of processing tasks in real time is
presented in [3].

3. The “sensitivity” of Switching Centers to the Congestion Situation

Telecommunication network has complex structures, consisting of many switching centers, which
provide data transfer through the network. In packet switching mode switching centers have
different “sensitivity” to the congestion situation. The probability of congestions depends on many
factors, some of which are given below.

The efficiency of use of system and network resources. The switching centers as component
parts of the common route usually have different loads. It depends on their bandwidth, number of
routes, crossing in the switching center and intensity of the flow on them. The probability of
congestion at any time depends on the difference between the bandwidth and the current load of
the switching center (loading reserve).

Cr=(C — C;), where

Cr is the loading reserve, C — the switching center bandwidth, C; - the current load.

The less is this difference, the less free resources are left, and the greater is the probability
of congestion. It is obvious, that in case of increasing traffic on the route, the congestion situation
will occur in the switching center, which has less C:.

The rank of the switching center. The switching centers depending on their position in a
network topology, have different roles in the functioning of the network. The role of any switching
center determines its “importance” in ensuring network bandwidth. In networks terminology the
“importance” of switching nodes is characterized by the parameter "rank™ of the node, which is
determined by the number of communication channels connected to this node.

We can use the above-mentioned term "rank™ for determination of switching centers
“importance” in the topology of the telecommunication network. In this case, the parameter "rank"
of the switching center can be determined by the number of possible routes passing through it.

The network topology can be represented as a graph. The graph vertices represent switching
centers, and edges to communication channels. In the terminology of graph theory the parameter
"rank™ is the degree of the vertex of the graph. Obviously, under the same bandwidth capability
switching centers, the probability of congestion will be more in a switching center with a higher
rank. On the other hand, for equal values of the rank of switching centers, the probability of
congestion is greater at the center with a lower bandwidth capability. An example of a graph of a
network topology is shown in Fig. 2.1.
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Fig. 2.1. Example of a graph topology of a telecommunication network.

In this example, switching centers have different "ranks": the rank of the switching center
Cisequal to 2, K is 6. It is obvious that the switching center number K is more significant in the
network topology than the switching center number C.

The reliability of the switching center. The switching centers belong to the class of
complex systems that are able to provide system functioning in case of fault of some components.
The faults in hardware in such systems lead to the degradation of a system or functional
characteristics. A fault in any component can lead to the state of partial or complete fault of system
depending on the possibility of continuation of execution of system target functions. For switching
center, a partial fault may lead to reduction of system and network resources, reducing the
performance of the computer system or bandwidth of communication channels, the partial
destruction of routes. In this connection, the switching center can get into a state of congestion
even the intensity of incoming traffic is acceptable for a full configuration of system.

Sustainability of communication channels to errors. Increased intensity of failures in
communication channels leads to increasing of number of received packets with errors and to
increasing of number of resending of packets. In the end, it may lead to increased queue lengths
in the buffer file and to the congestion of the sender center. The probability of overloading depends
on the fault- tolerance of the channels.
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4. The Influence of Switching Center Congestion Situation to the Quality of
Functioning of the Entire Network

Congestion delays the flows on all routes passing through the switching center. It means that the
local congestion in any switching center may cause congestion in other centers, which are
connected to that center with common routs. This process can cover other switching centers and
spread to levels of the subnet and the entire network.
The magnitude of the effect of congestion in any switching center on the performance of
the whole network is determined by two factors:
1. The level of decreasing of network bandwidth.
2. The number of destroyed routes.
Congestion situation leads to an afunctional state of switching center for a while, which, in
turn, leads to the change in the topology of network. To determine the impact of faults of a
switching center on the network bandwidth, we introduce a "parameter™ weight for any switching
center.
We suggest the following method of calculating the parameter "weight" for switching
centers.
1. To estimate the network bandwidth at the maximum allowed traffic over all
possible routes (C).
2. To disconnect i-th switching center and to estimate the network bandwidth (Ci)
again.
The "weight" of the i-th center is denoted by Pi.

P; can vary in the range 0< Pi< 1;

If disabling the i-th switching center does not change the network bandwidth, then Pi=0
(Ci=C). It can be in case, when there are reserves in the network topology and the output of the
switching center from a working configuration does not affect the network bandwidth. If disabling
i-th center Pi=1 (Ci=0), the network stops functioning, it means that a fault of i-th center leads to
a complete fault of the whole network.

The more the Pi value, the greater the magnitude of the impact of i-th center on the
functioning of the whole network.

The fault of the switching center can reduce the number of possible routes in the network,
increase the load on other routes, change the network connectedness and stop transfer data by some
routes.

When evaluating the impact of a switching center fault on the performance of the network,
it should be taken into account not only the reducing number of possible routes, but the
‘importance” of the destroyed routes.

It is important to distinguish congestion due to lack of own resources and congestion due
to receiving centers. Criteria for detection and a strategy of processing of both types of congestion
situations are totally different.

The impact of congestion in a switching center to others also depends on the duration of
congestion situation. We introduce the notion of "permissible duration of congestion situation”.
This is a time interval, after which the sending center fixes the fact of congestion state in receiving
center. If during that time the congestion situation is eliminated, the functioning mode will be
restored.

The congestion duration depends on the behavior of the incoming traffic. When the
incoming traffic intensity becomes lower than the system bandwidth, the overload is eliminated
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by itself. Taking into account the self-similar nature of network traffic, it can be assumed, that in
such a short time as permissible duration interval, the probability of maintaining high intensity is
higher than the probability of its decrease [6]. The permissible duration can be determined by the
parameter of permissible delays of processing of packets in switching center, which for different
traffic categories is different.

The strategy of processing of different types of emergency situations is discussed in
scientific literature. However, the congestion situation is considered usually in the context of
resources planning and flows management issues, but not within the framework of the emergency
management strategy. All these works are mainly aimed at improving the efficiency of planning
and managing the resources of telecommunication networks and also improving the data
transmission procedures. It, of course, increases the efficiency of system and its stability to
overload. However, with all this, the probability of congestion situation will still remain.
Therefore, in addition to the conventional approach to congestion, it is advisable to consider the
congestion as a special type of emergency situation in telecommunication networks and to apply
the whole methodology of dealing with emergency situations.
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ZEknwhwnnpnujguljut gmugkpnd qippiniwspuha

hpwyhdwljubpp npybu hwwnnil mhwh ypwpuwghtt hpuwghdwly
b nputg dpuljuwt dkpnnutpp

Z. Zupnipniiyui b 2. Udutbuyub
Udthnthnid

Qhpplintuspuyhtt hpwyhdwlubph nbd wuwypwuph pughpp hwughuwiund k
hEnwhwnnppuljgnipjut guugkiph wpwyt) pupn b uplnp jpunhpubphg dkhp: .Uy
hunph nuunudbwuhpdwip Wwjppdws G puquuphy ghnwljut woiwwnwbpubp:
Utpjuynidu  hknwgnunipniuubpp hphdtwwtinid wwpynd Bt hbnbjug
nunmupnLikpm]
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*  hbtpwhwunnppuljguljub jEtnpnuubph (hwignygubkph)
wpununpnnulijuinipyut pupdpugnid
* Juwninhubph pnpnibwlnipjub pupdpugnid
*  wnjuubph thnjpwbugdwt wpdwbwgpmipnititph junwpbjugnpdnid
*  bppnighubph junwdupdwbh wpynibwdbn wignphpdubph dowlnid
*  ghppbinudwénipinit hpwhdwlubph jutthiwpgbdwl, hwjnbtwpbpdul,
Uowljdwt b ykpugdwt unp dbpnnubtph dowlnud:
znpjuénid  hbnwhwnnppujgujut  YEbnpnuubpmd  ghpptulduédnipyui
hpwyhd&wljubpp ghunwplynid tu npytu hwwnntl] mhwh Ypupwihtt hpwyhdwlubkp b
npw htwn Juupjws qhpphwlfuwsnpjut phd wuypuph dkpngibpp nphuwpldnod o
Ypwpujhtt  hpwyhdwlubph  pbd  gooipimit mbbgnn  dEpnpupwtnipjut
hwdwwnbpunnid; Ldwt dninkgnudp punjuyunid k ghppintdwénipjut hpuwyhdwlubph
niuntftwuhpnipyut b dpwljdwt htwpwynpnipjnibuubpp:

Ileperpyska kak aBapuifHas CUTyalusa ¥ METOAEI ee 06paboTkM

I'. Apytionsan u A. ABaHechIaH
Annoramusa

Bopsba ¢  meperpyskamMmu  ABIgeTCE ~ ONHON W3  CIOXHEIX  IIpobieM
TeJIeKOMMYHUKAIIMOHHBIX ceTeil. PemeHuro sTo#l mpobieMsl MOCBAIEHO MHOTrO pabor. B
HACTOAILee BpeMs UCCIeL0BaHUA BelyTCA B HallpaBIeHUAX yBeIN4eHUs IIPOU3BOIUTEIBHOCTH
KOMMYTAI[MOHHBIX IIeHTPOB, IIPOITYCKHOM CIIOCOOHOCTH KaHAJIOB CBA3H, COBEpIIEHCTBOBAHUA
IIPOTOKOJIOB IIepeiav JaHHBIX, CO3JaHUA 9P PEeKTHUBHIX aJITOPUTMOB YIIPaBIeHU TPAPUKOM,
Pa3pabOTKK MeTOOB IIpeIOTBpalleHNs, OOHAPYXeHH U YCTPAHEHH IIePerPy3KU C BO3MOXKHO
MUHHUMAaJIbHBIMY IIOTEPIMH. Bce 5THM HCCIefOBaHHA KMMEIOT IIeb IOAAEp>KHBATh OajaHC
MEX/Y BXOJAIIMMHU M UCXONAIIMMHU IIOTOKAMU KOMMYTallMOHHOI'O LIEHTPA.

B pmanHO$ paboTe meperpyska pacCMaTpUBAaeTCA KaK aBapUHHOE COCTOSHUE B
TeJIeKOMMYHUKAIIMOHHBIX ceTax. OOImas cTparerus yIpaBlIeHUs aBaPUIHBIMHU CUTYAIlUIMHU
IIpeJIIojaraeT UCIIOIb30BaHUE CIeAYIOUUX IPOLeLyP:

IIpeOTBpallleHUA BOSHUKHOBEHMA aBAPUMHOU CUTYyalluH;

KOHTPOJI ¥ OOHApy’KeHH I BOSHUKHOBEHNS aBAPUITHOM CUTYyalVH;

06pabOTKM aBApUIHOM CHUTYallUM ¥ BOCCTAHOBJIEHHE HOPMAJIBHOTO peXMMa
paboTHI CHCTEMBI;

yCTpaHeHUs IIOC/IeCTBUA aBAPUMHOIO COCTOAHHUA.

B coorBercTBMM C 5TOM IIOCTaHOBKOH, METOABI OOPHOBI C IleperpyskaMu B pabore
paccMaTpUBAIOTCA KaK METOABI G0PBOBI CO CIIeMaTbHBIM BUJOM aBapUITHBIX CUTYalHii.
PaccmoTpeHue cocTossHUSA ITepeTpy3KU KaK OCOOBIi BUZ, aBAPUITHBIX CUTYAIUil pacIIupsaeT
METOZ,0JIOTHIO UCC/IeJOBAaHUS ¥ GOPHOBI C ITepeTrpy3KaMH, UCIIOIb3Ys CYIIeCTBYIOLITe
METOZOJIOTUY OOPBOBI C AaBAPUITHBIMYU CUTYAIUAMH.



