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Abstract

The queue state in multiprocessor computing systems is an actual problem for the
process of optimal scheduling of tasks. In this paper, a system of equations is obtained
describing the distribution of the queue for the system in a steady state. The resulting
linear system of equations is solved using conventional numerical methods and can be
used in schedulers.
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1. Introduction

In classical queueing theory it is usually assumed that tasks that cannot get service imme-
diately after arrival either join the queue (and then are served according to some queueing
discipline) or leave the system forever. Sometimes tasks arriving for execution may be ”im-
patient”, that is, they leave the queue after a certain waiting time [1,2].

This paper addresses the problem of obtaining the state distribution of the system
M |M|m|n for the exponential distribution of the arrival, execution, and service failure tasks
when each task has a waiting time restriction.

2. System Description

Suppose that a task stream enters a computing system consisting of m processors (m > 1).

Each task is characterized by three random parameters (v, 3,w), where v is the number of

computational resources(processors, cores, cluster nodes, etc.,) required to perform the task,

[ is the maximum time required to complete the task and w is the possible time that the

task can wait before assigning to run, after which it leaves the system without service [3].
The system parameters are described:

m - the maximum number of computational resources;

n - the maximum permissible number of tasks in the queue;
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a - a random value of the time interval between neighboring entrances, which has the prob-
ability distribution:
Pla<t)=1—e",

where a is the intensity of the incoming stream;
B - a random value of the task execution time, which has the probability distribution:

PB<t)=1—e",

where b is the intensity of service;
w - a random value of the permissible waiting time for a task in the queue, which has the
probability distribution:

Pw<t)=1-e",

where w is the intensity of the failure of service for a task from the queue;
v - a random value of the number of required computational resources for performing a task,
which has the probability distribution:

P(v<k)= E,k =1,2,...,m.
m

Tasks will be accepted for service in the order of their entry into the system, i.e., FIFO
discipline is used (First-In-First-Out). Those tasks that arrive at the time of full occupation
of the queue (there are already n tasks in the queue) receive a denial of service.

3. Basic Notations and Equations

Due to the finite number of possible states of the system, the system goes into a steady mode
of operation, i.e., in a steady state. To analyze our system we need to identify the following
basic notation:

L; ; - the state of the system when 7 tasks are serviced and j tasks are waiting in the queue,
P, ; - the probability that the system is in the L; ; state:

Py j = P(Lij).

Due to finite numbers n and m, the number of possible states of the system is finite. Cases
when the system can pass L, ; state from the other state are presented in the following
scheme:

Li.j—l

|

2
Lik+1,j4k — Lij &—— Li_k jtr+1
h] J i

3

Li.j+l
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1. the state of the system was L; ;1 and one task arrived and joined the queue;

2. the state of the system was L;_ji1 4k, where k = 1,2,...,min(i,n — j) and one task
completed the service and left the system, the first £ tasks from the queue were accepted
to service;

3. the state of the system was L;_ j1r+1, where k = 0,1,...,min(i —1,n — j — 1) and
the first task of the queue left the queue(its waiting time ran out) and the first k tasks
from the queue were accepted to service;

4. the state of the system was L; j11 and one task from the queue, not the first task, left
the queue(one’s waiting time ran out).

Obviously, the probability that the state of the system will be L;; is the sum of the
probabilities of the above cases, it follows that:

l1
Py = 61(i,5)Pj1+0; > &xa(iy 4, k) Prpr jin +
k=0

lo
+ ;> 03(0, 4, k) Pr—gjrks1 + 1j0a(3, 5) Pijia,s
k=0

where 0 < i <m, 0 <j <n,
li = min(i,n — j),

lo =min(i—1,n—j—1),
n; ={0.,for j =nl for 0 <j<mn,
0, ={0,for j =01,for 0 <j <mn,
& =10 ,for i =m and k = 01, for otherwise,
and 61(4,7), 02(2, 7, k), 03(i, 7, k), 64(i, j) are probabilities for appropriate cases:
a

MDD = T e
(i —k+ )b -

P(i,j, k

T =k F Db G+ Rw IR

where k = 0,1,....5; and if i = 0 and 0 < j < n, then P(i,,j,k) =0 and if i = 0 and j = 0,
then P(i,,j,k) = 1 but for otherwise P(i, j, k) is the following conditional probability:

i+1 i+2
Pz], (ZV5+ Z <m<ZVs+ Z

s=i—k+2 s=i—k+2
i—k+1 i—k+2 )
3

Z Ve <m < Z Vg
s=1 s=1

here it is assumed that v;_;,; is the number of required computational resources required
to service the task that has left the system(it was serviced),

52(Z.aj7 k) -

w

d3(1, 5, k) = a+ (i —kb+ (i+k+ 1w

P(i, 5, k),
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where k = 0,1,...,1 and P(i,j, k) = 0if i = 0, but if 0 < i < m, then P(i,j, k) is the
following conditional probability:

o 1+1 +2
Fzg, = (Zys—l— Z <m<ZuS—|— Z
s=i—k+2 s=i—k+2

71—
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here it is assumed that v; ;. is the number of required computational resources required
to service the task that has left the queue(its waiting time ran out),

w

04(i,7) = a+ib+ (j+ Dw

Calculation formulas for P(i, j, k), ?(z, J, k) and some other useful probabilities will be pre-
sented in the next section of this article.
Noteifi=0forall0 < j <n

Py ;(t) =0, (2)
and I
%2&##1 (3)

4. Formulas for Some Useful Probabilities

This section presents the calculation of the values of some probabilistic characteristics. We
will use two lemmas proved in the previous article [4].
By P(i, k) is denoted the probability that k& processors will be occupied by i tasks:

:P(iyj:k).

Lemma 1: The probability that k processors will be occupied by v tasks, can be obtained in
the following way:

1 —1
P(i k) = (k 1),1§i§k§m.

mi\i—

Lemma 2: The probability that i tasks will occupy no more than k processors, can be ob-
tained in the following way:

Lemma 3:

k41 1 s—Fk\ [s
< - - _ 2"
P(Snss<nn) = (- 155) )

where 1 < k < s <m.
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To calculate P(i, j, k) probability, we first perform a simple transformation, then use the
conditional probability formula:

o i+1 i+2 i—k+1 i—k42
P(Zajuk) = P(Zys§m+yik+l<zys Z Vs§m< Z Vs)
s=1 s=1 s=1 s=1

s=1 s=1 s=1 s=1

i+1 142 i—k+1 i—k+2
P Zys§m+yi—k+1<21/57 Z Vs§m< Z Vs

i—k+1 i—k+2
Pl X vs<m< X v
s=1 s=1
By using Lemma 3 we can calculate the probability, which is in the denominator of the last

fraction: . .
i—k41 i—k+2 ,
1—k+1/ m+1
P s <m < | = —— | . :
P s (e
Before the calculation of the probability, which is in the numerator of the fraction, it is
denoted by @y, then it is calculated in the following way:
m—k i—k
Qr = Z P(Z”S :U> Qu;s
u=i—k s=1
where k = 1,2, ...,min(i,n — j) and
i+1 i+2
Qu = P< o vs<m—u< Y VgVigs Sm—u< Vg + Vi—k+2>- (4)
s=i—k+2 s=i—k+2

Obviously, in the last probability we deal with independent probabilities and with the help
of Lemma 3 for ¢, we get the following formula:

G — (m_u)(m+u+1)((m+l)k+u)(m—u)_

2(k 4 1)mk+3 k

By using Lemma 1 as a result we get the following formula for Q:

1 m—k+1 u—1

i—k
m u=i—k

where g, is calculated by the formula (4). So, we get a formula for P(i, j, k) probability:
B k2

P(i,j k) =
(6,3, k) (i—k+1)(iT,j+12

j

Note that we can calculate the probability ?(2, 4, k) in the same way as P(i, j, k) and we get
a formula for P(i, j, k) probability:

o sl Dk ) () ()
B T I
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5. Conclusion

In this paper, we presented a multiprocessor queueing system M|M|m|n with waiting time
restrictions of tasks. Considering the state of the system at steady mode, equations were
obtained: (1), (2) and (3) formulas together, which give probabilistic relations between the
states of the system. The resulting system of equations allows us to calculate the probabil-
ities of being in each state of the system, which, in turn, will allow us to find the virtual
waiting time for a task. Such a model of a queuing system can play an important role
in multiprocessor systems, and the results obtained can be applied to the development of
various scheduling algorithms and schedulers.
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AnHoTanuys

CocTosiHME OYepeAr B MHOTOIIPOIIECCOPHOM BBIYUCAUTEABHOU CUCTEME SBASIETCS
AKTyaAbHOM 3apayell AAS IIPOIlecca OITMMAABHOTO IIA@HWPOBAHUS BBIIIOAHEHUS
3aAaHUMU. B paaHHON paboTe mOAy4YeHa CHCTeMa YPaBHEHWM, OIMCHIBAIOIAA
paclpepeAreHre O4epeAUd AASL CUCTEMBI B YCTAHOBUBIIEMCS COCTOSTHUU. [lonydeHHasa
AWHENHas CUCTeMa YPaBHEHUU pellaeTCs C IIOMOIIBIO OOBIYHBIX YNCAEHHBIX METOAOB
U MOJKeT OBITh UCIIOAB30BaHa B MAA@HUPOBIIUKAX.

KAroueBele CAOBa: Teopud MacCOBOTO OOCAY’KHWBAHUS, MHOT'OIPOIECCOPHAs
CHCTEMAa MAacCOBOTO OOCAY>KMBAHMS, OTPAHUYEHNE BPEMEHU O’KMAQHUA.
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