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Abstract

Recommender systems play an important role in suggesting relevant
information to users based on their available preferences about items. Utilizing
a recommender system allows companies to increase revenues, customer
satisfaction and enable personalization and discovery. Content-based and
collaborative filtering approaches are the most popular techniques in
recommender systems predicting users preferences based on “collaborative”
data about users and items in the system. However, their use is not justified in
certain applications, particularly when user-item collaboration data is very
sparse or missing. In this paper, a recommender framework based on
community  detection is developed outperforming other popular
recommendation methods in some applications.
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1. Introduction

A recommender system is a type of information filtering system predicting users’ preferences
about items based on user-item collected data. People listen to songs, watch movies, read books,
use products, etc., and express their opinions by giving ratings, liking, disliking or reviewing
items online more than ever. In recent years, various recommendation techniques and algorithms
were proposed to generate recommendations based on collected user-item interaction data.
Effective recommender systems increase revenues, customer satisfaction, enable personalization
and discovery. Several real world examples of recommender systems are Last.fm,
recommending songs, Amazon, recommending products to buyers and many more
recommending people, movies, books, etc.

Despite the existence of many recommendation algorithms, there are some applications,
where traditional recommendation approaches are not beneficial. This is the case when users
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cannot explicitly rate the items, thus “collaborative” data is not available, while content-based
and collaborative filtering approaches rely only on user-item rating data. In this paper, we
propose a framework based on community detection that can generate recommendations in such
scenarios.

Community detection is a research area from network science dealing with the investigation
of complex networks aiming to detect communities of nodes that are densely connected inside
the community and sparsely connected with nodes from other communities. Detection of
communities has many applications in various disciplines, such as investigating protein-to-
protein interactions in biology, friendship circles in social network analysis, discovering
fraudulent websites on the web, etc.

Several successful attempts have been made in the literature to incorporate community
detection tools and techniques into recommender systems. Abdrabbah et al. introduced a novel
architecture called Dynamic Community-based Collaborative filtering (D2CF), combining both
collaborative filtering and dynamic community detection techniques. Experiments on MovieLens
dataset showed that the proposed technique has considerably higher recommendation accuracy
outperforming the methods based on static community detection and item-based collaborative
filtering [1]. Lalwani et al. presented a social recommender system based on community
detection and collaborative filtering techniques (CCSRS) using a map-reduce framework [2].
The proposed approach improves scalability, coverage and cold start issue compared with item-
based collaborative filtering.

There are also other papers pointing out the possible interconnections of community
detection and recommender systems [3], [4], [5]. The recommender framework suggested in this
paper is based only on community detection therefore allows to apply it in the situations when
other methods are useless.

The paper is constructed as follows: in Section 2 we discuss traditional recommendation
approaches, introduce the framework in Section 3 and show experimental results in Section 4.

2. Recommender System

The analysis of data generated by users can be used to predict preferences or ratings a user will
give to an item that he/she did not interact in the past. The most popular recommendation
approaches are content-based, collaborative and hybrid filtering techniques (Fig.1).

In content-based filtering, terms or keywords (e.g., music genre, article keywords) are used
to describe an item and the user profile. Content-based recommendation algorithms learn the
features of items the user liked in the past and recommend items that share similar features or
characteristics. The advantage of this method over collaborative filtering is that it does not need
other user’s ratings and avoids the cold start problem (new items or users in the system for which
the information is missing) [6].

The idea behind collaborative filtering is to use the “collaboration” data between users and
items in the system to generate recommendations. Memory-based and model-based approaches
are two types of collaborative filtering technique [7].

Memory-based approach takes the user-item rating matrix M as input, where each M,;
element represents the rating that the user u gave to item i and predicts the missing ratings in the
matrix. User-user filtering and item-item filtering are two realizations of memory-based
approach. In user-user filtering, items that users similar to the given user u like, are
recommended to user u, while in item-item filtering recommendation is made using the
preferences of users about other items that also liked an item the user u liked.
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Fig. 1: Types of recommender system algorithms.

For user or item comparison, various similarity measures are used, such as Euclidean
distance, cosine similarity, Minkowski distance, Manhattan distance, etc. To predict the missing
rating M,,; in matrix M using user-user filtering we first find the weighted sum of ratings from
other users

Z sim(u, q)Mqi ,

qeu

where U is the set of users in the system, sim(u, q) is the similarity score between the users u
and g, and M,; is the rating the user g gave to item i. Finally, the predicted rating is obtained by
normalizing the above weighted sum:

_ quU Sim(u' Q)Mqi

M,; = - .
o Lgevlsim(u, gl

Item-item filtering uses the same idea but instead of user similarities, item similarities need
to be calculated.

Model-based approaches use clustering, matrix factorization and deep learning techniques
to make recommendations. Well-known K-means clustering technique can be used to find the
top k similar users or items from user-item rating matrix to predict the unknown ratings. Neural
networks from deep learning can also be used to build recommender systems [8]. There are also
hybrid recommender systems that combine both memory-based and model-based approaches.

Although they are the most popular techniques in the literature, they have some common
drawbacks in real life applications listed below:
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* Collaborative filtering
Data sparsity: Users do not rate too many items, therefore user-item rating data is
sparse containing many unknown ratings.
Scalability: With millions or billions of users or items, it is a computationally
extensive task to run recommendation algorithms.

* Content-based filtering
Over-specialization: Recommending items that are very similar to what the user
liked, limits the novelty, and the recommended item is not interesting to the user.
New user problem: When a new user enters the system or the user profile is empty,
it is a difficult task to predict his/her preferences.

3. Community Detection-Based Recommender Framework

There are some applications when it is not possible to obtain the user-item rating data or to
compare the items in the system. In that case, collaborative and content-based approaches will
fail to make recommendations.

We develop a community detection recommender framework that is able to generate
recommendations in scenarios when user-item rating data is very sparse or missing and/or item
comparison cannot be accomplished using community detection techniques. The main steps of
the framework to generate recommendations to the target user are as follows:

Step 1 - Feature identification. To be able to quantitatively compare users in the system and
obtain the similarity scores, feature identification is needed. Features represent attributes about
users that can be acquired in different ways, such as survey questions, past user records, etc.

Step 2 - Ground-truth network construction. Based on predefined features, users can be
compared with each other using similarity measures designed for user or item comparison. To
make recommendation to the target user, we first need a ground-truth user data, i.e., users that
have already shown their preferences. Using similarity scores a weighted ground-truth network is
constructed, where nodes and weighted edges represent the users in the ground-truth and
similarities between them, respectively.

Step 3 - Community detection algorithm validation. In the literature of community detection,
various algorithms were designed for weighted networks. In [9] we studied the subsequent state-
of-the-art algorithms that will be applied in this paper: multilevel modularity optimization [10],
fast greedy modularity optimization [11], Infomap [12], Walktrap [13], Label propagation [14]
and Edge betweenness [15].

The algorithm takes the ground-truth network as input and partitions it into a community
structure. In order to validate the results of algorithms, their detected community structures are
compared with a real community structure, i.e., communities based on preferences of users. For
evaluation, there are also well-designed measures for network partition comparison. A new
modified y2-divergence measure was suggested [16], where its advantages are discussed. We
use this measure to validate an algorithm for the next step by comparing its detected community
structure with the real one.

Step 4 - Network updating including the target user. In this step, a new user enters the system
(in the network) and based on predefined features, similarities between the new user and the
users in the ground-truth are calculated using the similarity measures. Next the ground-truth
network is updated including the target user.

Step 5 - Community detection and recommendation. The validated community detection
algorithm is applied to an updated network, and the target user is assigned to a community with
users sharing similar preferences. Recommendation to the target user is made considering the
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preferences of users from the same community. Items that are mostly preferred by the users in
the community are recommended to the target user.

4. Experimental Results

Consider an example of recommender system using the proposed framework that recommends
professions or career paths to people. Traditional recommendation techniques will require
preference data of users about professions in order to generate recommendations, while in reality
it is impossible for a person to deal with many professions to share preference. Developed
framework considers the similarities of people rather than their preferences and generates
recommendations based on the preference of other people being similar to the target person.
Experiment is implemented on an artificially created dataset (ground-truth) containing 100 users
and their answers to 100 survey questions. We considered that an answer to a question is an
integer value from 1 (strongly disagree) to 5 (strongly agree). Let Q be the generated matrix
containing 100 rows (users) and 100 columns (number of questions), where each Q;; €
{1,2,3,4,5} element represents the answer that the user i gave to the question j. We also consider
that the ground-truth network has 10 communities, and each community contains 10 people.
Next, the ground-truth network is constructed where nodes and edges represent the users and
similarity scores between them, respectively. We used adjusted cosine similarity to measure the
similarity between two users defined as:

Zi(Qui - ﬂu)(Qm’ - .uv)
\/Zi(Qui - :uu)z \/Zi(Qvi - :uv)z

sim(u,v) =

where Q,; and Q,,; are the answers of users u and v to question i, and u,, and p,, are the average
of all the answers to 100 questions of users u and v, respectively. In Fig. 2 (left) the constructed
ground truth network is shown, composed of 100 user nodes and 5050 edges, where the weight
of an edge between users u and v is the similarity score obtained using adjusted cosine
similarity, sim(u, v).

Next six community detection algorithms, discussed in the previous section, are applied to
partition the network into a community structure. Let X = (xq,%3,..,xy) and Y =
(Y1, Y2, ---,¥n) be two partitions of the network with N nodes into Ky and Ky number of
communities, respectively, where each x; € {1,..,Kx} and y; €{1,..,Ky}, i €{1,...,N}
denotes the community label of node i in partitions X and Y, respectively. An information
theoretic measure is called modified y2-divergence defined as:

5 Py
e p(x)p(y)
max(Ky,Ky) — 1

MD2(X,Y) =1—

where p(x, y) is the joint probability function of X and Y, and p(x) and p(y) are the marginal
probability distribution functions of X and Y, respectively, and can be used to quantitatively
validate the community structure detected by an algorithm, i.e., which one is most similar to real
community structure.

The overview of community structures detected by all six algorithms is given in Table 1.
Thus, the closest network partition to real network partition is detected by the fast greedy
modularity optimization algorithm shown in Fig. 2 (right).
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Fig.2: Weighted network composed of 100 user nodes and 5050 weighted edges (left) and
community structure detected by fast greedy modularity optimization algorithm (right).

Table 1: Overview of community structures detected by six algorithms.

Algorithm No of communities Modified y?-divergence
Multilevel modularity 10 0.903
optimization
Fast greedy modularity 10 0.899
optimiation
Infomap 1 1
Walktrap 1 1
Label propagation 100 0.909
Edge betweenness 94 0.903

To recommend a profession to a person who has already answered 100 questions, the
similarities between the target user and other users in the ground-truth network are calculated
resulting in a construction of a new network composed of 101 nodes and 5151 edges. Fast
greedy modularity optimization algorithm validated on ground-truth network is applied to the
new network and detected 10 communities, where the 101 target user lies in a community of
17 users (Fig. 3). Finally the profession selected by the majority of users among the 17 users is
recommended to the target user.
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Fig. 3: Community structure of a new network including the target user (circled in white).

5. Conclusion

In this paper, we developed a community detection-based recommender framework that is able
to make recommendations when user-item rating data is very sparse or missing, and/or items
cannot be compared with each other. The framework was implanted into an artificially generated
dataset to demonstrate how it can be used. For the work of the recommender system a real life
data is needed.
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AHHOTANUA

PekoMengaTtenpHble CHUCTEMBl MpEAJaraloT HMHQOpPMAIMIO MOJB30BAaTENIsIM HAa OCHOBE
JOCTYIHBIX JaHHBIX. VCronb30BaHME PEKOMEHAATENbHBIX CHUCTEM I103BOJIIET OpPraHU3aLUSIM
YBEJIMYUBATH CBOU JIOXOJIbl, PACIIUPATEH CETh U CIIOCOOCTBOBATH OTKPHITHIO HOBOW MH(OpMAaLIUU
st monb3oBateneld. [loaxoapl KOHTEHTHOW M KOJUTAO0OpaTUBHON (UIBTPALIUU  SIBISIOTCS
Haubosee MOMyIIpHbIMA METOJaMH B PEKOMEHIATEIbHBIX CHCTEMaX, KOTOPbIE MPOTHO3UPYIOT
NpeAnoYTeHUs Moib3oBareneit. OgHaKO AT METOJIbI HE TOAXOAST JIJIsi HEKOTOPBIX MPUIIOKEHHH,
0COOEHHO KOT/ia KOJU1abOpaTHBHBIC IAHHBIE OTCYTCTBYIOT WJIM MX OYE€HBb Mayio. B a3Toi padote
pazpaboTaHa peKOMEHAaTelIbHas cpeda Ha OCHOBE OOHApyXeHHUs COOOIIECTB, KOTOpas B
HEKOTOPBIX MPUIOKEHUIX UMEET MPEUMYIIECTBA Nepe] IPYTUMH MTOAXO0aMHU.

KiroueBble cjioBa: 0OHapyKeHHE COOOIIECTB, pEeKOMEHAAaTeNbHas CUcTeMa, KOJTabopaTHB-
Hasi GUIbTpAIsl, MEPBI CXOJICTBA.
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