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Abstract

The automated image tagging is an important part of modern search engines. The
generated image tags can be constructed from object names and their attributes, for
example, colors. This work presents an object color name detection real-time
algorithm. It is applicable to any automatic object detection and localization systems.
The presented algorithm is fast enough to run after the existing real-time object
detection system, without adding visible overhead. The algorithm uses k-means to
detect the dominant color and selects the correct name for the color via Delta E (CIE
2000).
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1. Introduction

Automated image semantic description generation is one of the fundamental problems in
computer vision. One of the ways to generate a semantic description of the given image is the
object detection and localization. There are many solutions, which can find objects by localizing
and naming them. In recent years, neural networks have become a leading method for high-
quality object detection tasks. They have enough accuracy to be used in different areas, such as
self-driving cars, robotics, automatic surveillance and also in web search engines. In web search
engines, the object detectors are used for automated image tagging. These tags allow the user to
find images without any annotations using a simple keyword search. The simplest way to
automatically generate image tags is to detect objects in the image and use the names of objects
as tags. This kind of tags do not allow the user to find images, which contain an object with a
specific attribute. To solve this issue, we can add additional attributes for each object. One of the
main attributes for each object is color. This kind of addition will allow users to search, for
example, a “red car” or a “white cat” and find the corresponding images.
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This work presents an object color name detestation algorithm, which is applicable to
automatic object detection systems. The presented algorithm is fast enough (28 ms on i7 CPU) to
run after the existing object detection real-time system without adding visible overhead on each
iteration.

2. Related Works and Methodology

The modern object detectors are based on Convolutional Neural Networks (CNN), such as Faster
Region-based Convolutional Neural Network (Faster R-CNN) [1], Region-based Fully
Convolutional Network (R-FCN) [2], Multibox [3], Single Shot Detector (SSD) [4] and YOLO:
Real-Time Object Detection [5]: for example, networks can be used to generate image tags from
the detected object names.

There are networks which, can generate a single caption [6], [7] for the given image. There
are also networks, which can generate the image caption and detect the objects [8], [9]. Those
works are not computing color for each object. All of these works can be used as object detectors
for this work.

In [10], the authors present a method, which assigns a color attribute to a recognized object.
They are using an image segmentation method based on graph cuts. After segmentation, they are
filtering the results by “Attribute Recommender” [10]. This approach is slightly slow for real-
time systems.

This work introduces a color name extraction method, which has a low computational cost.
To exact color name for each detected object, we will detect the dominant color and then select
the correct name for it.

3. Dominant Color Detection

At first sight, an image dominant color detection is a simple task, and we can compute the mean
color for an image. But we will be disappointed, because we will get something close to gray
(see Fig. 1).

Fig. 1: Image and its mean color.

The second approach that we can apply, we can split the image as a grid, and then compute the
mean value for each grid’s cell. This approach will be approximated to a downscaled image with
an interpolation algorithm, which uses neighbor pixels, such as liner, bicubic or spline methods.
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Fig. 2: Scaled image with bicubic interpolation and central color.

As we see in Fig. 2, we can’t select the central pixel color as the image dominant color of the
downscaled image.

Fig. 3: Image color palette and dominant color.

To solve this problem, we will use a clustering algorithm to extract a color palette from the
image. At first step, we will downscale our image to 100x100 dimensionality via bicubic
interpolation method (see Fig. 3). This step will remove rarely encountered pixels by including
them in the final pixel of the downscaled image. In addition, this technique will reduce the
number of pixels, which will have a huge impact on the clustering algorithm. After that, we will
cluster the image pixels in SRGB (standard Red Green Blue) color space via the k-means [11]
clustering method. Experimentally we found that our color palette is more meaningful when the
cluster count is equal to 9. The k-means cauterization will give as cluster indices (labels, per
pixel mappings to their cluster) and the cluster center values (means). To get the image color
palette, we will sort by clusters size in descending order. Each palette’s color will correspond to
cluster centers (see Fig. 3). The first color of the pallet will be selected as the dominant color for
the image.
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4. Color Name Selection

As we have a dominant color value in SRGB color space, now we need to select a name for this
color. Selection will be made from a predefined color table (see Table 1). We will compare each
table’s color with our computed value and find the nearest one. But we can’t do this using the
Euclidean distance (1), because visually close colors are not located near in SRGB space.

distance = \/(R; — Ry)? + (G; — G,)2(B; — B,)? . @

One of the best algorithms to compute the color visual difference (distance) - AE (2) between a
sample color (L,, a,, b,) and a reference color (L;, a4, b;) is Delta E (CIE 2000) [12]:

Af = (AL’>2+<AC’>2+<AH’>2+R (AC’)(AH’) @
~J\k.S, KcSe Ky Sy "\KcSc/ \KySy/)

In equation (2) AL',AC’, AH' and R values are computed by equations (3)-(4). We will
takeK;, = 1, K, = 1, Ky = 1 by default.
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L4, C{, hi are computed by equations (11)-(12). Also, the L,, C;, h, values are computed in the

same way.

-7

, 1
C1= a%-l—bz, G=E 1-— - ) a'1=a1(1+G) (11)
C + 257
( by : by
arctan o) if arctan o >0,
c| = /a'f +b2 hi =1 . ! (12)
arctan (—}) + 360°, otherwise.
\ a;

We will use metric (2) to find the nearest color and get the color name from Table 1.

Table 1: CSS color table.

I biack bisque I forestgreen B slategrey
B dimgray [ darkorange I imegreen lightsteelblue
I dimgrey burlywood B carkgreen P cornflowerblue
B oray antiquewhite B creen I royalblue
B orey tan B ime ghostwhite
darkgray navajowhite B scagreen lavender
darkgrey blanchedalmond I mediumseagreen I midnightblue
silver papayawhip springgreen vy
lightgray maccasin mintcream R darkblue
lightgrey orange mediumspringgreen - mediumblue
gainsboro wheat mediumagquamarine - blue
whitesmoke oldlace aquamarine I slateblue
white floralwhite turquoise I darkslateblue
snow I darkgoldenrod I lightseagreen B mediumslateblue
I rosybrown goldenrod mediumturquoise I mediumpurple
lightcoral cornsilk azure Il r=beccapurple
I indianred gold lightcyan I biueviolet
B brown lemonchiffon paleturquoise I indigo
I firebrick khaki B carkslategray I darkorchid
I maroon palegoldenrod I carkslategrey I darkviolet
I darkred darkkhaki B el P mediumerchid
H red vory B carkcyan thistle
mistyrose beige aqua plum
salmon lightyellow cyan violet
I tomato lightgoldenrodyellow [ darkturguoise I rurple
darksalmon B olive I cadetblue I darkmagenta
N coral yellow powderblue I fuchsia
I crangered I olivedrab lightblue B magenta
lightsalmon yellowgreen I deepskyblue 0 orchid
B sienna I darkolivegreen skyblue B mediumvioletred
seashell greenyellow lightskyblue I deeppink
P chocolate chartreuse B steelbiue W hotpink
I s2ddlebrown lawngreen aliceblue lavenderblush
sandybrown honeydew B dodgerblue B ralevioletred
peachpuff darkseagreen I lightslategray B crimson
B peru palegreen I lightslategrey pink
linen lightgreen B slategray lightpink

4. Conclusion

We have developed a fast object color name extraction method. To test the algorithm on end to
end system, we used a system, which generates the image caption, detects and localizes the
objects [9]. For each detected object, we computed the object dominate color and found the
correct name for that color. Each color name was used as an attribute for that object (see Fig. 4).
For detections, which were predicated as humans, we did not use the color attribute.
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0) a car parked on the side of the road . (p=0.000259) 0) a black and white dog standing in a field . (p=0.000051)
1) a car is parked on the side of the road . (p=0.000203) 1) a black and white dog sitting on a bench . (p=0.000035)
2) a car parked on the side of the road (p=0.000128) 2) a black and white dog sitting on a wooden bench . (p=0.000030)

whitesmoke dog: 94%
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Fig. 4: Image caption generation, object detection, localization and color estimation, second row presents
dominant color detection process.
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AHHOTaANUA

ABTOMaTHYeCKasi MapKUPOBKa HW300PKCHUM SBIISCTCS BAXKHOW YacThIO COBPEMEHHBIX
MOUCKOBBIX cucTeM. CreHeprupOBaHHbIE MAPKUPOBKU H300paKEHUI MOTYT OBITh TOCTPOCHBI U3
UMEH OOBEKTOB M MX aTpuOyTOB, Hampumep, mBeTa. B maHHONW paboTre mpencTaBieH OBICTPHIN
QITOPUTM OMpEICNICHUs] WMEHH I[BeTa OOBEKTa. OTO MNPUMEHMMO K JIIOOBIM CHCTEMaM
ABTOMAaTUYECKOTO OOHApYXeHHs U JOKanu3auuu o0beKkToB. IlpencraBieHHBI alropuT™M
JOCTaTo4HoO OblcTp (28 MC) Ans 3amycka C CYIIECTBYIOIIUMH CHCTEMAaMU  OOHapy>KEHHS
O00BEKTOB B peEalbHOM BpeMEHH, 0€3 BHUAMMBIX JOMOJHUTENBHBIX PAaCXOJ0B. AJTOPUTM
ucnonb3yeT Meroa k-cpeanux ans oOHapykeHus: fomuHHupyromiero 1Bera u Delta E (CIE 2000)
JUTsL BBIOOpA MPaBUIILHOTO UMEHH IIBETA.

KiroueBble cj10Ba: JOMUHHPYIOIIMKA I[BET, I[BETOBAas MajUTpa H300paKeHUs, BBIOOP
Ha3BaHMUs 1IBETA, ONpe/ieTieHHEe 11BeTa 00bEKTa, CEeMAHTUYECKUHN aHAIIN3 U300paKeHUSI.
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