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Abstract

Applications such as speech recognition and machine translation use language mod-
els to select the most likely translation among many hypotheses. For on-device appli-
cations, inference time and model size are just as important as performance. In this
work, we explored the fastest family of language models: the N-gram models for the
Armenian language. In addition, we researched the impact of pruning and quantiza-
tion methods on model size reduction. Finally, we used Bye Pair Encoding to build
a subword language model. As a result, we obtained a compact (100 MB) subword
language model trained on massive Armenian corpora.
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1. Introduction

Language modeling is a fundamental task of NLP. Models that assign probabilities to se-
quences of tokens are called language models or LMs. Here, tokens can be words, characters,
or subwords. The N-gram is the simplest model that assigns probabilities to sentences and
sequences of tokens. Although the N-gram models are much simpler than modern neural
language models based on RNNJ1, 2] and transformers[3, 4, 5], they are much faster than
others since they perform constant-time lookups and scalar multiplications (instead of ma-
trix multiplications in neural models). As always, trade-offs exist between time, space, and
accuracy[6]. Hence, much recent work has focused on building faster and smaller N-gram
language models[7, 8, 9].

N-gram language models are widely utilized in spelling correction[10], speech
recognition[11] and machine translation[12] systems. In such systems, for each utter-
ance/sentence translation, the system generates several alternative token sequences and
scores them using N-gram LM to peek the most likely translation sequence. In addition,
LM rescoring can be combined with beam search algorithms[13].

The Armenian language has a rich morphology: one word can have several tenses and
surface forms. Moreover, one can form long words in Armenian by stringing word pieces
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together. The inclusion of every form in the vocabulary will make it intractable. Subword
dictionaries, in which words are divided into frequent parts, can help reduce vocabulary size.
Many efforts have been made to use word decomposition and subword LMs for dealing with
out-of-vocabulary words in inflective languages such as Arabic[14], Finnish[15], Russian[16],
and Turkish[17]. A review of the literature revealed that there have been no publicly available
LM resources for the Armenian language. This work is devoted to the creation of a compact
and fast N-gram LM for the Armenian language.

Summing up, we will give answers to the following practical questions: Q1. What order
of N-grams is enough to build a good LM for the Armenian language? Q2. How much data
is needed to build a model? Q3. How can pruning and quantization help reduce the size of
the model? Q4. Can we build more compact models by using subwords?

In addition, we are going to release training codes and models.!

2. Background

Language Modeling (LM) is the task of predicting which token or word comes next. You
might also think of an LM as a system that assigns probability to a piece of text. The
probability of a sequence of n tokens t}{ti,...,t,} is denoted as P(t}). Using the chain rule
of probability we can decompose this probability:

P({ty,....t,}) = f[ P(ti|thh).

k=1

Instead of computing the probability of a token given its entire history, it is usually

conditioned on a window of N previous tokens. The assumption that the probability of a
token depends only on the previous N — 1 token is called a Markov assumption:

P(trlty™") = P(tlti—y41)-

We can estimate the probabilities of an N-gram model by getting counts from a corpus
and normalizing the counts so that they lie between 0 and 1. For example, to compute a
particular N-gram probability of a token ¢, given the previous tokens ti:}v 41, we'll compute
the count of the N-gram t_,,, and normalize it by the sum of all the N-grams that share
the same prefix #;~\ 1

Count(ty_n,,)  Count(ty_y,,)
> Count(ti:}vﬂ, t) C’ount(t],f;:}vﬂ) '

There are two major problems with N-gram language models: storage and sparsity. To
compute N-gram probability we need to store counts for all N-grams in the corpus. As
N increases or the corpus size increases, the model size increases as well. Pruning and
Quantization may provide a partial solution to reduce the model size. Any N-gram that
appeared a sufficient number of times might have a reasonable estimate for its probability.
Since any corpus is limited, some perfectly acceptable tokens may never appear in the corpus.
As a result of it, for any training corpus, there will be a substantial number of cases of
putative zero probability N-grams. To keep an LM from assigning zero probability to these
unseen events, we will have to shave off a bit of probability mass from some more frequent
events and give it to the events we have never seen. This is called smoothing. There are many
ways to do smoothing: add-one(add-k) smoothing, backoff, and Kneser-Ney smoothing[18].

P(tk|t£:}v+1) -

Thttps://github.com /naymaracq/arm-n-gram
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3. Experiments

Setup. We estimate N-gram probabilities on Armenian Wikipedia corpus? and CC-100 Web
Crawl Data3[19]. To test the language models, we compute perplexity on two test datasets:
Armenian Paraphrase Detection Corpus® (ARPA[20]) and Universal Dependencies treebank®
(UD). All datasets are normalized by removing punctuation marks and non-Armenian sym-
bols. Table 1 provides some statistics of the data after all normalization steps have been
performed. Table 2 shows unique N-gram counts presented in the training corpus.

We are going to measure the perplexity of corpus C' that contains m sentences and
N tokens. Let’s the sentences (s, S, ..., S;) be part of C. Under assumption that those
sentences are independent, the perplexity of the corpus is given by:

1 1
P )= N - N__ -
erp(C) V Plorosnoom) VTS pon)

We use KenLLM [21] to train language models. KenLM implements two data structures:
Probing and Trie, for efficient language model queries, reducing both time and memory
costs. KenLLM estimates language model parameters from text using modified Kneser-Ney
smoothing.

Table 1: Datasets statistics. Table 2: N-gram counts.
Dataset | Tokens (M) | Bytes Spl.it Order (N) | Count of unique N-grams
CC-100 409 5.4Gb | train T 3648574

Wiki 18.6 249Mb | train 2 60190581
ARPA 0.133 | 1.8Mb | test 3 160796455
4 217396323

Q1. Order of Grams vs Perplexity

To determine what order of N-grams is sufficient to build a good LM for Armenian, we
trained several LMs with different orders and calculated perplexity on the test datasets.
Fig. 1 shows the trend between perplexity and order of N-gram. It also shows how the size
of the model changes as N increases.

From Fig. 1 we can deduce that the effective orders are 5 and 6 grams. Although their
sizes are quite large: 3.9GB and 5.5GB.

Q2. Training Corpus size vs Perplexity

The next question we would like to ask is about corpus size. If the training corpus is small,
we will end up with a very sparse model, and all perfectly acceptable Armenian tokens will

Zhttps://github.com/YerevaNN /word2vec-armenian-wiki
3https://data.statmt.org/cc-100/

4https://github.com /ivannikov-lab/arpa-paraphrase-corpus
®https://github.com/UniversalDependencies/UD_Armenian-ArmTDP
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be considered unknown. To find out how much data is required, we shuffled and divided the
entire training corpus into parts and trained a 5-gram LM for each part. Fig. 2 shows the
trend between perplexity and corpus size.

It can be seen that the perplexity reaches saturation when the number of tokens exceeds
380M. Of course, there is always a trade-off between the corpus size, perplexity and the
model size: the larger the corpus size, the less perplexity and the larger the model.

Q3. Quantization and Pruning

On-device applications should be as compact as possible. So, the next question we would
like to raise concerns the size of the model. Can we build a smaller LM without sacrificing
performance?

To reduce the size of the model, we prune all n-grams that appear in the training corpus
less than or equal to a given threshold. In addition, we use quantized probabilities by setting
fewer bits. For this experiment, we trained a 5-gram LM.

The effect of pruning and quantization is provided in Table 3. Quantization can help
reduce the size of a model by a couple of megabytes without perplexity degradation. In
contrast, pruning drastically reduces the size of the model at the cost of worsening perplexity.
For example, removing all n-grams less than or equal to 4 can reduce the size of the model
by more than 12 times with a relative perplexity degradation of 36% for the UD dataset and
100% for the ARPA dataset.

Q4. Subword Language Modeling

So far, we have considered text as a sequence of words separated by a space. Space tokeniza-
tion is an example of word tokenization, which is defined as breaking sentences into words.
The word tokenization method can lead to problems for massive text corpora and usually
generates a very big vocabulary (e.g., our training corpus contains 3,648, 574 unique tokens,
see Table 1). Instead of using word tokenization, we will use subword tokenization, which is
based on the principle that frequently used words should not be split into smaller subwords,
but rare words should be decomposed into meaningful subwords. There are several subword
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Table 3: The effect of pruning and quantization on the trade-off between size and perplexity.

Pruning threshold | N-bits Size UD ARPA

3.44Gb | 3043.47 | 631.58

3.59Gb | 3068.62 | 638.84

3.74Gb | 3075.99 | 641.57

3.9Gb 3089.41 | 642.93
481.28Mb | 3781.29 | 1131.82
501.76Mb | 3768.36 | 1128.14
512.0Mb | 3767.81 | 1125.54
532.48Mb | 3764.69 | 1125.0
296.96Mb | 4252.71 | 1344.56
307.2Mb | 4219.03 | 1335.89
317.44Mb | 4218.13 | 1332.73
317.44Mb | 4217.73 | 1332.84
245.76Mb | 4473.19 | 1486.95
245.76Mb | 4432.03 | 1474.89
256.0Mb | 4435.29 | 1471.75
256.0Mb | 4431.23 | 1471.89
215.04Mb | 4694.73 | 1588.09
225.28Mb | 4655.29 | 1576.21
225.28Mb | 4652.95 | 1571.46
225.28Mb | 4652.89 | 1571.94
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Perplexity
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Fig. 3. N-gram order vs perplexity (subword).
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tokenization algorithms: Byte-Pair Encoding[22] , WordPiece[23], and SentencePiece[24].
Subword tokenization allows the model to have a reasonable vocabulary size. In addition,
subword tokenization enables the model to process words it has never seen before by decom-
posing them into known subwords. This is especially useful in agglutinative languages such
as Armenian, where you can form long words by stringing subwords together.

We trained a BPE tokenizer with a vocabulary size of 128 using the SentencePiece
package®. Next, we build several N-gram models on a tokenized corpus. Fig. 3 shows
the trend between perplexity and order of N-gram for subword model. It also shows how the
size of the model changes as N increases.

Table 4: Pruning effect for the subword model with 10-gram.

Pruning Size UD | ARPA

0 36.66Gb | 6.055 | 3.941
2 1.11Gb | 6.199 | 4.19
4 634.88Mb | 6.323 | 4.306
6 440.32Mb | 6.373 | 4.381
8 348.16Mb | 6.435 | 4.44
10 286.72Mb | 6.53 | 4.491
16 184.32Mb | 6.781 | 4.619
20 153.6Mb | 6.892 | 4.69
24 122.88Mb | 7.02 | 4.751
30 102.4Mb | 7.146 | 4.837

First, in Fig. 3 the perplexity (0-10) is significantly lower than the perplexity of the word-
based tokenized model (0-7000, see Fig. 1). This is because we no longer have unknown
tokens. In contrast to word-based models, subword models are much larger (e.g., 10-gram
subword model is 3 times bigger).

Since the sequences no longer contain words, but contain subwords, in order to capture
sufficient context, we need to consider higher order grams. From Fig. 3 it can be seen that
the higher the order, the larger the model (for example, a subword model with 10-gram has
a size of 36.7 GB). To reduce the size of the model, we use pruning again. Table 4 provides
information about the pruning effect for the subword model with 10-gram. It can be seen
that we can reduce the model size by a factor of 368 from 36.7 GB to 102 MB with a relative
perplexity degradation of 18% for the UD dataset and 23% for the ARPA dataset.

4. Conclusions

In this article, we have explored N-gram language models for the Armenian language. Our
experiments have shown that for word-based language models, the effective orders are 5 and
6. In contrast, the effective order for subword language models can be higher than 10.

We have also explored the impact of pruning and quantization on the trade-off between
model size and perplexity. Quantization can help reduce the size of the model without

Shttps://github.com/google/sentencepiece
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degrading perplexity significantly. Pruning, on the other hand, drastically reduces the size
of the model at the expense of aggravating perplexity. For the subword language model, the
perplexity degradation is much lower than for the word-based language model.

We have released compact N-gram language models built on very large corpora.
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Udthnthnid

UjGuhup hwybwottn, hGywhuhp G6 junuph dwlwynuip L dhptliuwjujul pupguwine-
pjnilin, oquuwagnponty GG (tqyh dnnhjGtpn pwqiwphy yupyuwobtinh dby wikGwhwywlwyu b
pwupqiwlnipnGG plGuptim hwdwp:  Uwpptph ypw wmbnunpwo  hwytpwobtph
hwdwp Gqpwlwgmpjul dwdiwlwlyp L dnnbjh swthp GnylGpwl Yupunp GG, nppwl
wpunuwnpnqujulmpnip: Uyu wphuwunwlpnid dtlp nmumdlGuuhpby Glp jguiul
unnbjGiph wikGwwpwq pGunwbhpp N-gram dnnbtiGipp hwjtptGh hwdwp: Pwugh wjn,
dtilp nuntdGuuhnty Glp Yupdwb b pyulmwgiwl dtpnnitph wqntgnipynilGp dnntjh swhh
UpdwuniwG ypw: b ytipon, vklp oqumuqnpoty lp Bye Pair Encoding’ tGpwpwntph 1tqyp
unnb] untinotnt hwdwnp: UpnyniGpnid unwgtiy Ghp Yniywywm (100 UR) tGpwpwntinh (tqyp
unnb]” uunpwunjwo hwjjuul quiquowjhG Ynpunwultph Yypw:

Pwlwih pwntin® hwjyng (tgnt, N-gram (tqyh dnnbj, Gapwpwntiph {tqyh dnnbj, bunnd,
pywlnwgnui:

KoMIIaKTHEIE SI3EIKOBEIE MOAEAU N-rpaMM AAs
APMSHCKOTO sI3BIKa

AaBup, C. Kapaman' u Turpan C. Kapamsan?

! Poccuricko-ApManckuii yHuBepcureT, EpeBaH, ApMeHUs
2EpeBaHCKI/H71 TOCYAQPCTBEHHEBIN YHUBepcUTeT, EpeBaH, ApMeHUsa
e-mail: davitkar98@gmail.com, t.qaramyan@ysu.am

AnHoTanuys

Takve TPUAOKEHUS, KaK pAaClO3HaBaHWE Ppeuyd U MAUIMHHBIA IIE€PEBOA,
HCIIOAB3YIOT SI3BIKOBBIE MOAEAU AAS BEIOOpA HaMOOAee BEepPOSTHOTO IIEPEBOAA CpeAU
MHOJKeCTBa Iunoresd. AAd NPUAOKEHUM Ha YCTPOMCTBE BpeMs BBIBOAA U pas3Mep
MOAEAU TaK K€ Ba’KHBI, KaK U [IPOU3BOAUTEABHOCTB. B 3TOM paboTe MBI KCCAEAOBAAN
caMoe OBICTpOe CEMEUCTBO SI3BIKOBBIX MOAEAeM: MOAeAU N-TrpaMM AAS apPMSHCKOTO
sa3blka. KpoMe TOro, Mbel HCCA€AOBAAM BAUSHUE METOAOB OOpPEe3KM U KBAHTOBAHUS HA
YMEeHBIIIeHNEe pa3dMepa MopeAar. Hakonerl, mbl ncnoab3oBaru Bye Pair Encoding aag
IIOCTPOEHUS MOAEAU A3BIKa IIOACAOB. B pe3dyabTaTe MBI IIOAYYMAM KOMIIAKTHYIO (100
MB) MoapeAb A3BIKa IIOACAOB, OOYYEHHYIO Ha MAaCCUBHBIX apPMSHCKUX KOPITyCaX.

KaroueBele cAOBa: ApPMSAHCKUW 43BIK, MOAEAB A3bIKa N-TpaMM, MOAEAB f3BIKa
IIOACAOB, OOpe3Ka, KBAHTOBAHMUE.
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